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1. Motivation and significance
1.1. Background

Estimating the probability density function (PDF) from a given
sample of random variables is a ubiquitous task in diverse ap-
plications across disciplines such as economics [1,2], engineer-
ing [3], physics [4,5], biology [6-8], and statistics [9]. As machine
learning and the analysis of big data become increasingly impor-
tant in many scientific fields [10-13], readily accessible software
that automates nonparametric estimation and model-free error
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checking is needed. This paper is based on a C++ implementation
of nonparametric PDF estimation, called PDFE, which has several
differentiating characteristics over kernel density methodology.
The details of PDFE have been previously published [14], and
the software is also available on the Comprehensive R Archive
Network (CRAN) [15]. The focus of this article is the MATLAB
interface to PDFE, but the method is briefly summarized here.

PDFE constructs a PDF based on the principle of maximum
entropy. In a traditional maximum entropy method (MEM), a
set of characteristic functions relating to various moments is
introduced, and the coefficients to these functions are optimized
to match the predicted moments with the empirical moments.
The form of the density function is

D
p() =) exp(rig;(v)) (1
j=1
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where gj(v) are bounded level functions and A; are Lagrange
coefficients controlling the shape of the density function [16].
For a fixed number of coefficients, D, the form is parametric.
PDFE employs an expansion of orthogonal functions in the
form of Eq. (1), where higher modes are successively added as
needed, testing each trial PDF according to a scoring function.
The algorithm employs a random search method to iteratively
explore possible density functions by perturbing the Lagrange
multipliers from their current values. The perturbation is Gaus-
sian distributed where the standard deviation decreases as the
final solution nears. Lagrange multipliers are updated when the
score for the calculated density improves. As progress slows,
more Lagrange multipliers to higher modes are considered.

1.2. Scoring and scaled quantile residual

A scoring function is employed to rate the quality of a trial
PDF, where multiple scoring functions have been implemented
and benchmarked previously [17]. From the trial PDF, a cumu-
lative density function (CDF) is calculated on the range (0 1).
This trial CDF is an accurate representation of the data when
CDF(x) models sampled uniform random data (SURD). The inverse
problem becomes assessing if ry = CDF (Xi) represents SURD.
Due to its simplicity, and being one of the best performing scoring
functions overall, PDFE employs an average quadratic z-score,
defined as 22 = & SN, (rk— py )% /02, where K is the sort ordered
position in a sample size N, and gy and o are the mean and
standard deviation from single order statistics [18] known to be
tx = k/(N+ 1) and o = uk(py — 1)/+/N+ 2. Minimizing
this function corresponds to minimizing the variance in single
order statistics. To visually assess the quality of the estimate per
position and identify the locations of potential errors, a scaled
quantile residual (SQR) is defined as SQR, = N+ 2 (rx — ).
The scaling factor of /N + 2 creates a sample-size-invariant met-
ric for each position k. It has been shown that, when plotted
against position, SQR,, for SURD falls approximately within an
oval shaped region [14,17].

Upon close examination of SURD, there is a slight asymmetry
in the oval-shaped range of expected values, as seen in the scatter
plot in Fig. 1. This plot was created by calculating the SQR for
10,000 trials of SURD with a sample size of N = 100. The hori-
zontal dashed line at zero indicates the SQR for exactly uniform
data, which highlights the skewed SQR ranges near the endpoints.
This asymmetry originates from sort order statistics [18], where
the probability of position k in a sample size of n random vari-
ables from a uniform distribution follows a beta distribution with
parameters « and B, equal to k and N + 1 — Kk respectively. A
few examples of these distributions for a sample size of 100 are
shown in Fig. 1, coloured according to their positions on the SQR.
The distributions are highly skewed near the boundaries, whereas
the midpoint follows a Gaussian distribution with a much larger
variance. This asymmetry in SQR affects estimates within the
tails of probability densities for small sample sizes only, having
virtually no effect when N >> 100.

The SQR plot is useful as an assessment tool for benchmarking
density estimation quality because it is independent of sample
size and the underlying distribution. Popular measures such as
Kullback-Leibler [19] and Kolmogorov-Smirnov [20] require the
true PDF for comparison. Furthermore, the SQR plot highlights
low confidence or over-fitted regions within the estimated PDF.

1.3. A MATLAB tool for PDFE
The PDFanalyze MATLAB function is a flexible interface to

PDFE for MATLAB users that includes a convenient plotting tool to
visualize the estimate with publication-quality figures. Minimal
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Fig. 1. Scatter plot of SQR for 10,000 trials of 100 samples showing skewness
of range near the boundaries. The beta distributions shown for select positions
quantify this asymmetry..

usage requires a single MATLAB function call with a data sample
input, similar to the native MATLAB kernel density estimation
(KDE) function. Unlike standard KDE, default settings are data-
driven, where resolution and boundary settings are automated
with no user intervention. For high-throughput applications, den-
sity estimates can be returned with plotting suppressed. The SQR
plot is available in multiple formats for a visual assessment of the
quality of a proposed estimate. Additional parameters are avail-
able to accommodate greater control over difficult distributions
with specific requirements and constraints. Given the previously
demonstrated power and versatility of the SQR [17], the func-
tionality has been further refined and extended for a more accu-
rate and accessible implementation, taking into consideration the
skewed ranges of the SQR plot.

2. Software description

The PDF analysis package, depicted in Fig. 2, has three separate
components: a high level MATLAB user interface for plotting and
analysis (shown in grey), a low level core C++ class library for
rapid estimation (blue), and C++ interface code providing com-
munication between MATLAB and C++ (orange). Each component
will be discussed in the following three subsections.

2.1. PDFE

The blue blocks in Fig. 2 depict nine C++ classes that comprise
the underlying functionality of PDFE, and they can be compiled
separately as an independent executable. The object-oriented
class design allows for customizable programming for developers,
as well as seamless integration into popular statistical software
such as R and MATLAB. The OutputControl class directs error and
informational messages to the appropriate console as specified
by compiler directives in the header file. Support for command
line, MATLAB, and R consoles is currently included, but additional
output protocols can be customized by the developer. The In-
putParameters and WriteResults classes handle the input and
output of PDFE respectively, allowing sample data and PDF results
to either be passed to a calling function or handled with text files.

The InputData and ChebyChev classes analyse the random
sample to identify outliers, determine the appropriate adaptive
resolution scales, establish estimated boundaries, and transform
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Fig. 2. Structure of source files for PDFE (blue), PDFAnalyze (grey), and interface files (orange). (For interpretation of the references to colour in this figure legend,

the reader is referred to the web version of this article.)

the data to a finite range. The methods provided within these
classes collectively define automated data-driven parameters for
PDF estimates. This intelligent analysis of the data allows for
high-throughput estimation requiring no direction from the user.
The core processing for the density estimate is contained within
the MinimizePDF and Score classes. Additional scoring functions
can be customized by implementing an instance of the Score
virtual template class. The quadratic z-score is implemented in
ScoreQZ as the default scoring method. ScoreLL, based on log-
likelihood, was the original scoring function implemented for
PDFE and is included as an additional example.

2.2. MATLAB/C++ interface

The EstimatePDF and CallPDF classes, shown in orange in
Fig. 2, define an interface for a high-level MATLAB function call
to PDFE. The interface and PDFE classes are compiled together
as a MATLAB executable (mex) file, creating a custom MATLAB
function called EstimatePDF. A random data sample is a required
input to EstimatePDF. The default values for all other parameters
are tuned to produce optimal estimates across a wide range of
testing but can be modified for customized results. For example,
assuming infinite support, boundaries are set to exclude extreme
outliers. The user may bypass this behaviour by specifying exact
upper and/or lower limits.

Resolution and smoothness can be adjusted mainly through
two parameters. Increasing the number of integration points or
the SURD target increases resolution, accuracy, and processing
time. Decreasing the SURD target creates faster and smoother es-
timates. The extent of the impact on these parameters is
distribution-dependent, making experimentation necessary. Fur-
thermore, the limits on Lagrange multipliers can be modified to
achieve a semi-parametric fit by narrowing the range between
these limits. A strictly parametric approach can be achieved by
setting the two limits to the same value. For example, setting
both minimum and maximum to 1 forces a uniform fit. Similarly,
setting them both to 2 or 3 respectively yields exponential and
Gaussian distributions. These advanced options allow a high level
of intervention but are not necessary for most users.

2.3. PDFAnalyze

The four grey blocks in Fig. 2 represent MATLAB functions
designed to control the plotting and analysis of PDF estimates.
FigureSettings overrides MATLAB default parameters to improve
appearance and resolution of all subsequent figures, creating
high-quality plots to maximize the effectiveness of visualization.
PlotBeta creates a shaded background based on the beta dis-
tributions that represent SURD probabilities by position, with
darker shading representing higher probability. This background
is automatically scaled by sample size on the y-axis, and op-
tionally scaled by the range of the sample data along the x-axis.
GetTargets is a high-precision numeric integrator for the beta
distribution to obtain confidence contour lines for the SQR plot.
These utility functions can be called independently, but PDFAna-
lyze orchestrates all these utilities. Detailed usage of PDFAnalyze
is given in the MATLAB help documentation.

3. Illustrative examples

To illustrate the plots available in PDFAnalyze, consider the
Burr distribution, with parameters ¢ = k = 2. The Burr distri-
bution features a long tail to the right and is often used to model
household income [21]. For the purpose of comparison, the exact
target PDF is shown in Fig. 3a and d for sample sizes of 100 and
3000 respectively. Fig. 3b and e are examples of the SQR plot
type that reveal important features central to the analysis of a
PDF. The blue scatter points represent the SQR for the estimate
at each sample point that is returned from EstimatePDF. The
grey shading and dashed lines indicate the relative probability
and thresholds for the SQR by position. The dark inner dashed
lines and the lighter outer dashed lines represent 50% and 98%
confidence levels respectively, indicating the percentage of data
expected within these enclosed ovals. Note that the 98% ovals are
not symmetric about the x-axis for 100 samples (Fig. 3b), but that
this asymmetry is not distinguishable for 3000 samples (Fig. 3e),
because the SQR features automatically adapt according to the
sample size. SQR values outside the 98% thresholds are shown in
red, highlighting where the estimate may not fit well. Similarly,
the 50% threshold depicts an area in which approximately half
of the SQR values are expected to fall. The estimate is likely
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Fig. 3. Examples for plot types PDF (column 1), SQR (column 2), and Combined (column 3) showing the Burr distribution for sample sizes 100 (row 1) and 3000

(row 2).
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Fig. 4. Comparative examples between ksdensity (row 1), kde (row 2), and PDFE (row 3) demonstrating multi-resolution scales for a tri-modal distribution. Column
3 shows the estimated and exact PDFs, column 2 is the SQR, and column is the combination of both.

overfitting to the sample data when all points within the SQR plot
fall entirely within this smaller oval.

Fig. 3c and f demonstrate a combined plot type, including the

functionality of both the PDF and the SQR together. Although the
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Fig. 5. Comparative examples between ksdensity (row 1), kde (row 2), and PDFE (row 3) demonstrating a fixed boundary uniform distribution. Column 3 shows the
estimated and exact PDFs, column 2 is the SQR, and column is the combination of both.

dashed lines are not shown, the grey shading and red markers
remain as visual guides. The shape of the shaded region will gen-
erally appear distorted because it is mapped to the sample data
along the x-axis to align with the PDF. The sample data points
falling outside the 98% threshold are also marked in red on the
PDF, thus showing where these outliers fall along the estimate.
Statistically, it is expected that 2% of SQR values will fall outside of
this threshold, so red markings do not necessarily indicate a poor
estimate, however, high numbers of outliers certainly warrant
suspicion, as in Fig. 3e and f. The red areas fall predominately
along the long tail of the Burr distribution, a result not uncommon
in under-sampled regions. Although the fit to the tail appears
quite good in Fig. 3d, the SQR shown in red alerts the user that
the expected level of quality for the estimate has diminished.
Often, as larger sample sizes yield an improved fit for the PDF,
a greater number of red flags in the SQR appear. This counter-
intuitive trend reflects a smaller error tolerance as the amount of
sample data increases.

4. Impact

The SQR plots included in PDFAnalyze provide a means of
visual assessment for any density estimation method. Comparing
PDFE to alternative nonparametric methods illustrates its power
and advantages. For example, MATLAB includes a standard KDE
implementation function, ksdensity. Although KDE has known
weaknesses, such as boundary estimation and resolution, it is
commonly used because it is fully nonparametric, produces fast
results, and includes a simple interface. To mitigate problems

with KDE, myriad variants have been developed [12,13,22-25].
One such refinement employs a linear diffusion process towards
an adaptive method and has been shown to improve upon stan-
dard KDE, particularly in the case of widely separated multimodal
densities [26]. This method is implemented as a MATLAB func-
tion, kde, and is available through the MathWorks File Exchange
network [27].

An example of a multimodal distribution is shown in Fig. 4,
consisting of three separate Gaussian distributions. The top row of
Fig. 4 shows the performance of ksdensity for 3000 sample data
points on the multimodal distribution. The mean values of the
three peaks are estimated well, but the standard deviations are
spread much too widely. The SQR plot flags these errors starkly,
showing data samples on either side of each mean far outside
the 98% threshold. The middle row of Fig. 4 demonstrates the
same distribution estimated by kde, with much improved results
in the estimate. Although the SQR plot has no red data points
that indicate problem areas, nearly all the points are within the
50% threshold, indicating the sampled data is being overfit. The
bottom row of Fig. 4 shows that PDFE yields an excellent estimate
with the SQR not indicating systematic overfitting or underfitting
to the sample data.

Another comparative example for the uniform distribution on
the interval (0, 1) is shown in Fig. 5. Despite its simplicity, the
finite boundaries notoriously challenge traditional KDE methods.
The kde estimate is again suggestive of an overfit to the data
and both KDE methods yield poor estimates near the boundaries,
as expected. For the default KDE case, the red areas outside
the oval in the SQR plot alerts the user to the inaccuracies and
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Fig. 6. SQR (left) and PDF (right) estimates for a uniform distribution with a boundary correction specified in ksdensity.

their location within the estimate. Armed with this information,
the user can opt to apply a boundary correction term to KDE.
Fig. 6 shows the resulting PDF and SQR plots for ksdensity with
the BoundaryCorrection parameter set to ‘reflective’ for finite
boundary support on (0, 1). The impact demonstrated in these
representative examples is twofold. First, PDFE provides robust
nonparametric estimates superior to KDE methods, without user
intervention or expertise. Second, the SQR plots created by PDF-
Analyze provide visual clues for evaluating the validity of any
estimate without the need to know the exact PDF. In particular,
the locations of errors and uncertainty are unambiguously high-
lighted in a consistent manner for any distribution, sample size,
or PDF estimator.

5. Conclusions and future direction

The PDFAnalyze software package has been implemented in
MATLAB providing a fully automated data-driven nonparametric
PDF estimation tool as well as model-free density estimation
diagnostics. PDFAnalyze is built upon stand-alone underlying C++
code called PDFE. The plotting and analysis tools included in
PDFAnalyze identify potential regions of the estimate that over
or under fit to the sample data. A parallelized version of PDFE is
under development for improved accuracy and speed in general,
and specifically to handle heavy tailed distributions exhibiting
extreme statistics. Future work will extend the method to include
multi-dimensional estimation.
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